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Stochastic Schemata Exploiter (SSE) is one of the evolutionary optimization algorithms for solving the 
combinatorial optimization problems. We present the Extended SSE (ESSE) algorithm which is composed 
of the original SSE and new ESSE operations. The ESSE is compared with the original SSE, simple genetic 
algorithm (SGA), and GA with Minimal Generation Gap (MGG) in some test problems in order to discuss 
its features. 
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1. INTRODUCTION 

In most of the combinational optimization problems, the objective function spaces have so-called 
"big valley structure" [1]. In the problems with big valley structure, there is often a real (global) 
optimum solution near quasi-optimal solutions. The evolutionary algorithms are considered to be 
effective for solving such optimization problems [2- 4]. 

Genetic algorithm (GA) has been firstly presented by J. Holland in 1975 [2]. The GA, which is the 
algorithm to mimic the natural evolution, is widely applied to optimization, adaptation and learning 
problems. The basic algorithm of the GA is often called as simple genetic algorithm (SGA) [3] . 
Many improved algorithms are derived from the SGA. The search performance of the SGA can be 
discussed from the viewpoints of the early convergence and the evolutionary stagnation [4, 5]. The 
early convergence means that all individuals are rapidly attracted to a local optimum solution and 
therefore, the global optimum solution cannot be found. The evolutionary stagnation means that 
the convergence speed becomes slower as the iterative process goes. Once a quasi-optimal solution 
is found, it is generally difficult for the SGA to find better ones. For overcoming these difficulties, 
Sato et al. has presented new generational alternation model named as Minimal Generation Gap 
(MGG) [6]. The application of the GA model with MGG to several actual problems reveals that 
MGG is very effective for such actual optimization problems [7]. 

Stochastic Schemata Exploiter (SSE) has been presented by Aizawa in 1994 [8]. In the traditional 
SGA, better individuals are selected from a population and new individuals are generated from them 
by applying genetic operators such as crossover and mutation. The SSE algorithm is very different 
from the SGA algorithm. In the SSE, the sub-populations are determined according to the semi­
order relation of the sub-populations from the descending order of the fitness of the individuals. 
Common schemata are extracted from the individuals in the sub-populations and new individuals 
are generated from them. Selection and crossover operations are not necessary in SSE. Since the 
SSE algorithm tends to search better solutions near good solutions which are already found, it 
is adequate for solving actual optimization problems with function spaces of big valley structure. 
The SSE has two attractive features. Firstly, the variety of control parameters is smaller than the 
GA. Since the selection and crossover operations are not necessary in SSE, control parameters are 
population size and mutation rate alone. Secondly, the convergence speed is very fast. Instead, in the 
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5. CONCLUSIONS 

This paper described the extended Stochastic Schemata Exploiter (ESSE), which is the improved 
algorithm of the Stochastic Schemata Exploiter (SSE). The algorithms of the ESSE are composed 
of the SSE and three ESSE operations and therefore, seven ESSE algorithms can be defined. 

First, we compared seven ESSE algorithms in three test problems. The ESSE-el algorithm, which 
was composed of SSE and ESSE operation I, indicated better search performance in all cases. 

Next, we compared the ESSE-el with SGA, GA with MGG and SSE in some problems. The 
convergence speed of SSE and ESSE-el is faster than the others. In some cases, the speed of the 
ESSE-el is faster than the original SSE. 

By the way, in SGA and the GA with MGG, according to the increase of the number of the 
individuals, the best fitness of the final solution was improved but the convergence speed dropped 
down. On the other hand, in the SSE and the ESSE-el, the convergence speed did not depend on 
the number of the individuals very well. This advantage may become important when, in the actual 
optimization problem, the problem must be solved within the limited amount of time. In the future, 
we would like to apply the ESSE to the actual optimization problems. 
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